where $\phi(x)$ is chosen by us. Written in terms of the mesh variable $q$, this equation is

$$\frac{dx}{dq} = \frac{\psi}{\phi(x)}$$

(17.5.7)

Notice that $\phi(x)$ should be chosen to be positive definite, so that the density of mesh points is everywhere positive. Otherwise (17.5.7) can have a zero in its denominator.

To use automated mesh spacing, you add the three ODEs (17.5.5) and (17.5.7) to your set of equations, i.e., to the array $y(j,k)$. Now $x$ becomes a dependent variable! $Q$ and $\psi$ also become new dependent variables. Normally, evaluating $\phi$ requires little extra work since it will be composed from pieces of the $g$’s that exist anyway. The automated procedure allows one to investigate quickly how the numerical results might be affected by various strategies for mesh spacing. (A special case occurs if the desired mesh spacing function $Q$ can be found analytically, i.e., $dQ/dx$ is directly integrable. Then, you need to add only two equations, those in 17.5.5, and two new variables $x, \psi$.)

As an example of a typical strategy for implementing this scheme, consider a system with one dependent variable $y(x)$. We could set

$$dQ = \frac{dx}{\Delta} + \left| \frac{d \ln y}{\delta} \right|$$

(17.5.8)

or

$$\phi(x) = \frac{dQ}{dx} = \frac{1}{\Delta} + \left| \frac{dy/dx}{y\delta} \right|$$

(17.5.9)

where $\Delta$ and $\delta$ are constants that we choose. The first term would give a uniform spacing in $x$ if it alone were present. The second term forces more grid points to be used where $y$ is changing rapidly. The constants act to make every logarithmic change in $y$ of an amount $\delta$ about as “attractive” to a grid point as a change in $x$ of amount $\Delta$. You adjust the constants according to taste. Other strategies are possible, such as a logarithmic spacing in $x$, replacing $dx$ in the first term with $d \ln x$.
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17.6 Handling Internal Boundary Conditions or Singular Points

Singularities can occur in the interiors of two point boundary value problems. Typically, there is a point $x_s$ at which a derivative must be evaluated by an expression of the form

$$S(x_s) = \frac{N(x_s,y)}{D(x_s,y)}$$

(17.6.1)

where the denominator $D(x_s,y) = 0$. In physical problems with finite answers, singular points usually come with their own cure: Where $D \to 0$, the physical solution $y$ must be such as to make $N \to 0$ simultaneously, in such a way that the ratio takes on a meaningful value. This constraint on the solution $y$ is often called a regularity condition. The condition that $D(x_s,y)$ satisfy some special constraint at $x_s$ is entirely analogous to an extra boundary condition, an algebraic relation among the dependent variables that must hold at a point.

We discussed a related situation earlier, in §17.2, when we described the “fitting point method” to handle the task of integrating equations with singular behavior at the boundaries. In those problems you are unable to integrate from one side of the domain to the other.
However, the ODEs do have well-behaved derivatives and solutions in the neighborhood of the singularity, so it is readily possible to integrate away from the point. Both the relaxation method and the method of "shooting" to a fitting point handle such problems easily. Also, in those problems the presence of singular behavior served to isolate some special boundary values that had to be satisfied to solve the equations.

The difference here is that we are concerned with singularities arising at intermediate points, where the location of the singular point depends on the solution, so is not known a priori. Consequently, we face a circular task: The singularity prevents us from finding a numerical solution, but we need a numerical solution to find its location. Such singularities are also associated with selecting a special value for some variable which allows the solution to satisfy the regularity condition at the singular point. Thus, internal singularities take on aspects of being internal boundary conditions.

One way of handling internal singularities is to treat the problem as a free boundary problem, as discussed at the end of §17.0. Suppose, as a simple example, we consider the equation

\[ \frac{dy}{dx} = \frac{N(x, y)}{D(x, y)} \]  

(17.6.2)

where \( N \) and \( D \) are required to pass through zero at some unknown point \( x_s \). We add the equation

\[ z \equiv x_s - x_1 \quad \frac{dz}{dx} = 0 \]  

(17.6.3)

Figure 17.6.1. FDE matrix structure with an internal boundary condition. The internal condition introduces a special block. (a) Original form, compare with Figure 17.3.1; (b) final form, compare with Figure 17.3.2.
where \( x_s \) is the unknown location of the singularity, and change the independent variable to \( t \) by setting

\[
x - x_1 = tz, \quad 0 \leq t \leq 1
\]

(17.6.4)

The boundary conditions at \( t = 1 \) become

\[
N(x, y) = 0, \quad D(x, y) = 0
\]

(17.6.5)

Use of an adaptive mesh as discussed in the previous section is another way to overcome the difficulties of an internal singularity. For the problem (17.6.2), we add the mesh spacing equations

\[
\frac{dQ}{dq} = \psi \quad (17.6.6)
\]

\[
\frac{d\psi}{dq} = 0 \quad (17.6.7)
\]

with a simple mesh spacing function that maps \( x \) uniformly into \( q \), where \( q \) runs from 1 to \( M \), the number of mesh points:

\[
Q(x) = x - x_1, \quad \frac{dQ}{dx} = 1 \quad (17.6.8)
\]

Having added three first-order differential equations, we must also add their corresponding boundary conditions. If there were no singularity, these could simply be

at \( q = 1: \quad x = x_1, \quad Q = 0 \)

(17.6.9)

at \( q = M: \quad x = x_2 \)

(17.6.10)

and a total of \( N \) values \( y_i \) specified at \( q = 1 \). In this case the problem is essentially an initial value problem with all boundary conditions specified at \( x_1 \) and the mesh spacing function is superfluous.

However, in the actual case at hand we impose the conditions

at \( q = 1: \quad x = x_1, \quad Q = 0 \)

(17.6.11)

at \( q = M: \quad N(x, y) = 0, \quad D(x, y) = 0 \)

(17.6.12)

and \( N - 1 \) values \( y_i \) at \( q = 1 \). The “missing” \( y_i \) is to be adjusted, in other words, so as to make the solution go through the singular point in a regular (zero-over-zero) rather than irregular (finite-over-zero) manner. Notice also that these boundary conditions do not directly impose a value for \( x_2 \), which becomes an adjustable parameter that the code varies in an attempt to match the regularity condition.

In this example the singularity occurred at a boundary, and the complication arose because the location of the boundary was unknown. In other problems we might wish to continue the integration beyond the internal singularity. For the example given above, we could simply integrate the ODEs to the singular point, then as a separate problem recommence the integration from the singular point on as far we care to go. However, in other cases the singularity occurs internally, but does not completely determine the problem: There are still some more boundary conditions to be satisfied further along in the mesh. Such cases present no difficulty in principle, but do require some adaptation of the relaxation code given in §17.3.

In effect all you need to do is to add a “special” block of equations at the mesh point where the internal boundary conditions occur, and do the proper bookkeeping.

Figure 17.6.1 illustrates a concrete example where the overall problem contains 5 equations with 2 boundary conditions at the first point, one “internal” boundary condition, and two final boundary conditions. The figure shows the structure of the overall matrix equations along the diagonal in the vicinity of the special block. In the middle of the domain, blocks typically involve 5 equations (rows) in 10 unknowns (columns). For each block prior to the special block, the initial boundary conditions provided enough information to zero the first two columns of the blocks. The five FDEs eliminate five more columns, and the final three columns need to be stored for the backsubstitution step (as described in §17.3). To handle the extra condition we break the normal cycle and add a special block with only one
equation: the internal boundary condition. This effectively reduces the required storage of unreduced coefficients by one column for the rest of the grid, and allows us to reduce to zero the first three columns of subsequent blocks. The subroutines `red`, `pinvs`, `bksub` can readily handle these cases with minor recoding, but each problem makes for a special case, and you will have to make the modifications as required.
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